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Challenge in hyperspectral image (HSI): Data Scarcity V.S. AI-based application 

 Unstable process

 Laborious

 Time-intensive

 Severe class imbalance

Complex HSI imaging chain Imperfect Real-world HSIs

 Limited in quantity & quality
Impede large-scale AI-based 

applications

Possible solution

HSI Synthesis

1. Introduction
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The proposed paradigm

Generalized with various generative AI models for HSI synthesis
to generate abundant, diverse, realistic samples

Customized unmixing across multi-source data to bridge their
dimensional gap and release the burden from high-dimensionality

Fused unpaired multi-source data (e.g., RGB) to overcome limited
sample availability



2. Motivation

• Similar scenes share common low-rank features

• Bridging the dimensional gap between RGB images

and HSIs in the same low-dimensional abundance

space

Why unmixing ?

Why fusion ?
• Data from other source (e.g., RGB) are more easily

accessible

• Fusing unpaired multi-source data enables to learn

various and realistic spatial distributions

𝒀𝒀𝐇𝐇𝐇𝐇𝐇𝐇 = �𝑬𝑬𝐇𝐇𝐇𝐇𝐇𝐇 ⋅ �𝑨𝑨𝐇𝐇𝐇𝐇𝐇𝐇 +𝝐𝝐

𝒀𝒀𝐑𝐑𝐑𝐑𝐑𝐑 = �𝑬𝑬𝐑𝐑𝐑𝐑𝐑𝐑 ⋅ �𝑨𝑨𝐑𝐑𝐑𝐑𝐑𝐑 + 𝝐𝝐

 If endmember sharing, their abundance maps 
are in the same low-dimensional space.
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Fusion-based synthesis
• Synthesize abundance utilizing a generative model 𝓖𝓖(⋅) :

�̂�𝐴Fusion = 𝓖𝓖(�̂�𝐴RGB, �̂�𝐴HSI)
• Combining synthetic abundance maps �̂�𝐴Fusion and the 

estimated endmembers �𝐸𝐸HSI:
�𝑌𝑌Fusion = �𝐸𝐸HSI ⋅ �̂�𝐴Fusion + 𝜖𝜖



3. Method: Unmixing before Fusion

Generalized with various generative AI models 
• The UBF paradigm transform high-dimensional data synthesis into low-dimensional abundance synthesis
• The incorporated multi-source data in this paradigm can be unpaired 
• Can be generalized with alternative generative models



4. Experiments

Compare with different methods

• The GMM does not mimic the actual distribution of objects, and the MST++ do not generate new data.

• The UBF+VDVAE tends to produce results with blurry textures, low informational content, and poor quality. 

The UBF+StyleGAN3 and UBF+DDPM models can synthesize diverse HSIs with realistic spatial distribution.

The proposed paradigm with different generative models Traditional methods 



4. Experiments

Ablation in with/without unmixing

Original HSI
• Meaningless results

Without unmixing
• Unstable latent features

• Unreliable synthetic results with distortion

With unmixing
• clear physical meaning

• High quality synthetic results with reliable 

spatial-spectral features

• Setting 5 endmembers is most efficient.



4. Experiments

Ablation in without/with fusion

(a) Synthetic HSI samples with the Chikusei dataset (HSI) alone.

(b) Synthetic HSI samples with the Chikusei dataset (HSI) and AID dataset(RGB).

Without fusion
• Monotonous synthetic results.

With fusion
• More robust and accurate feature 

representation.

• Diverse, rich, and reasonable spatial 

distribution in synthetic HSIs.
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Extension in natural scenario

Synthetic HSIs:

• Convincing visual effects

• Portraying a variety with 

remarkable fidelity

Synthetic spectral profile:

• Distinct spectral features

Synthetic abundance maps:

• Accurate spatial distributions
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4. Experiments

Extension on downstream tasks

Scene classification
• Mitigating issues like sample scarcity and class imbalance

• Enhancing the diversity and scale of existing limited datasets

• Achieving superior precision opposed to traditional affine 

transformation.

• Potentially benefit for other downstream tasks.
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https://hsi-synthesis.github.io/

Thank you for listening.


	幻灯片编号 1
	幻灯片编号 2
	幻灯片编号 3
	幻灯片编号 4
	幻灯片编号 5
	幻灯片编号 6
	幻灯片编号 7
	幻灯片编号 8
	幻灯片编号 9
	幻灯片编号 10
	幻灯片编号 11
	幻灯片编号 12
	幻灯片编号 13
	幻灯片编号 14
	幻灯片编号 15
	幻灯片编号 16

